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ABSTRACT

Location aware recommendation system is used t €@t the location and distance between source and
destination using Grid algorithms and Matlab s/islvery close to querying user to provide the imézation of the
system scalability. LARS exploits the item locatiosing travel penalty, its techniques that favogsommendation
candidates closer in travel distance to queryirgy s a way that avoid the exhaustive access titeaiis. In this we use
the tools of different type in MATLAB, so that warey out the task. We also calculate the goal destatime and position
of the object.

KEYWORDS: Fuzzy Logic, Membership Function, Position TragkBystem of Object, Artificial Intelligence, Todls
Experimental Set up, Simulation & Key Features,0Ag Solve the Problem

INTRODUCTION

It uses location-based ratings to produce recomatents. Traditional recommender systems do notidens
spatial properties of users nor items; LARS, ondtieer hand, supports taxonomy of three novel eks$ location based
ratings, namely, spatial ratings for non-spatialris, nonspatial ratings for spatial items, andiajpedtings for spatial
items. LARS exploits user rating locations througder partitioning, a technique that influences renendations with
ratings spatially close to querying users in a neanthat maximizes system scalability while not Hming
recommendation quality. LARS exploits item locatounsing travel penalty, a technique that favoromenendation

candidates closer in travel distance to queryirggsug a way that avoids exhaustive access tpatla items.
FUZZY LOGIC

Fuzzy logic" has become a common buzzword in maclsiontrol. However, the term itself inspires certai
skepticism, sounding equivalent to "half-baked d¢dgor "bogus logic". Some other nomenclature migate been
preferable, but it's too late now, and fuzzy loggcactually very straightforward. Fuzzy logic isway of interfacing
inherently analog processes that move through &incaus range of values, to a digital computert tikes to see things

as well-defined discrete numeric values.
Membership Function

The membership function of &uzzysetis a generalization of théndicator functionin classical sets
In fuzzy logig it represents thdegree of truthas an extension ofaluation Degrees of truth are often confused with
probabilities although they are conceptually distinct, becdugey truth represents membership in vaguely defisets,

not likelihood of some event or condition.
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Fuzzy Logic for Position Tracking System of Object

Fuzzy logic can be effectively used for map matghimurban canyons because of its ability to geteepaecise
output from noisy (error prone) navigation inputaibed from GPS. Such robustness is not availalitle @onventional

map matching techniques, which uses accurate eqsati
The basic steps involved in fuzzy logic are:
»  Selection of fuzzy inputs and outputs,
» Selection of fuzzy sets and corresponding membgfsinictions
» Definition of fuzzy rules for the FIS,

« Definition of an implication function (which scaldélse output membership functions). This is not egeth a
Sugeno-type FIS, where the rules are of the form:

If inputl = x and input2 =y, then output z = ax+oywhere a, b, ¢ are real numbers),
» De fuzzification to get crisp output.

ARTIFICAL INTELLIGENCE

Al research is highly technical and specialized] sndeeply divided into subfields that often failcommunicate
with each other. Some of the division is due toiaoand cultural factors: subfields have grown upuad particular
institutions and the work of individual researchekresearch is also divided by several technigslies. Some subfields
focus on the solution of specific problems. OtHerais on one of several possible approaches dnende of a particular
tool or towards the accomplishment of particulaple@tions. The central problems (or goals) of Abkearch include
reasoning, knowledge, planning, learning, natiaagjliage processing, perception and the abilitydeenand manipulate
objects. General intelligence is still among thelds long term goals. Currently popular approadhelide statistical
methods, computational intelligence and traditisahbolic Al. There are a large number of toolsduseAl, including
versions of search and mathematical optimizatiogicl methods based on probability and economied,raany others.

The field was founded on the claim that a centrapprty of humans, intelligence.
How Al Works for Shortest Path (Real Time Analysis)

In our experiment with 30 vertices, the algorithame up with the optimal solution in real time. Vhihcreasing
the number of vertices from 5 to 30 with step s&eand plotting the corresponding algorithm executtime,
we have observed that the resulting graph apprdgigndits the 13 polynomial curve. We have averaged the results of
20 runs per increase in the number of verticess Pphrformance was acceptable because the worstwasiag time for
Dijkstra’s algorithm is O (9. Furthermore, for our suggested application efalgorithm, most of the computation is done
for a particular local region of a map, so the aehil performance with 30 nodes should suffice foaciical

implementation.
Tools of Al
e Search and optimization.

» Logic
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« Probabilistic methods for uncertain reasoning
» Classifiers and statistic learning methods
TOOLS FOR EXPERIMENTAL SETUP

« Symbolic Maths Toolbox: It provides functions for solving and manipulating &gtic math expressions and
performing variable-precision arithmetic. You caralgtically perform differentiation, integrationpgplification,

transforms, and equation solving.

» Optimization Toolbox: It provides functions for finding parameters that miize or maximize objectives while
satisfying constraints. The toolbox includes savinr linear programming, mixed-integer linear pwogming,

guadratic programming, nonlinear optimization, aondlinear least squares.

e Fuzzy Logic Toolbox: It provides functions, apps, and a Simulink blockaoalyzing, designing, and simulating
systems based on fuzzy logic. The product guidesthioough the steps of designing fuzzy inferencetesys.

Functions are provided for many common methodsudieg fuzzy clustering and adaptive neurofuzzyrézy.

» Simulation Toolbox: It provides a graphical editor, customizable blockalites, and solvers for modeling and
simulating dynamic systems. It is integrated with MLAB, enabling you to incorporate MATLAB algorithen

into models and export simulation results to MATLA®B further analysis.

OBJECTIVES OF THE STUDY

To find out the location and distance between swed destination using Grid algorithms and Matéal.

It is very close to querying user to provide theximazation of the system scalability.

METHODS
Algo to Solve the Problem
If you have this grid, where a * = obstacle and y@n move up, down, left and right, and you stestnf

S and must go to D, and 0 = free position:
Iters - number of iterations
Here is a sample session to find the optimum ferftiowing function:
y =10 + (X(1) - 2)*2 + (X(2) + 5)"2

The above function resides in file fx1.m. The sbafor the optimum 2 variables has the search range
of [-10 -10] and [10 10] with a divisions vector [@f 5] and a minimum range vector of [1e-5 le-3jeTBearch employs a

maximum of 10000 iterations and a function tolematle-7:
[XBest, BestF, Iters]=Grid_Search(2, [-10 -10], [1@), [4 4], [Le-5 1le-5], 1e-7, 10000, 'fx1")
XBest =2.0001 -5.0000, BestF =10.0000
S000
X% () *
x00*

OO**
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*00D

You put S in your queue, then "expand" it:
S100

k() %

x0Q*

00**

*00D

Then expand all of its neighbours:
S120

X% () *

x0Q*

00**

*00D

And all of those neighbours' neighbours:
S123

x% Q%

x00*

00**

*00D

And so on, in the end you'll get:
S123

x% Q%

x5 4%

76%*

*789

So, the distance from S to D is 9. The running tim®(NM), where N = number of lines and M = numbér
columns. | think this is the easiest algorithm igpiement on grids, and it's also very efficienfpmactice. It should be

faster than a classical dijkstra, although dijkstight win if you implement it using heaps.

MATLAB Program to Find A Function Minimum Using ari@ Search Method by Namir Shammas.
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The following program calculates the minimum paifita multi-variable function using the grid searokthod.
This method performs a multi-dimensional grid skafiche grid is defined by a multiple dimensionsclcdimension has a

range of values. Each range is divided into a Eetjoal-value intervals.

The multi-dimensional grid has a centroid whichales the optimum point. The search involves matjasses.
In each pass, the method local a node (point efrgetction) with the least function value. This ndeomes the new
centroid and builds a smaller grid around it. Sesbes passes end up shrinking the multidimensignidl around the

optimum.
The function Grid Search has the following inputgraeters:
N: Number of variables
XLo: Array of lower values
XHi: Array of higher values
NumDiv: Array of number of divisions for each range
MinDeltaX: Array of minimum ranges
Eps_Fx: Tolerance for difference in successive tionovalues
Maxlter: Maximum number of iterations my
Fx: Name of the optimized function
The function generates the following
Output: X - array of optimized variables
BestF: Function Value at optimum
Iters =200
Notice how close the located optimum is to the alabme [-2 5]..
Here is the MATLAB listing:
function y=fx1(X, N)
Xy =10 + (X(1) - 2)"2 + (X(2) + 5)"2;
End
function [XBest, BestF, Iters]=Grid_Search(N, Xkli, NumDiv, MinDeltaX, Eps_Fx, Maxlter, myFx)
Function performs multivariate optimization usihg tgrid search
Input: N - number of variables
XLo: Array of lower values

XHi: Array of higher values
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NumDiv: Array of number of divisions along each @ingion
MinDeltaX: Array of minimum search values for eadriable
Eps_Fx: Tolerance for difference in successive tionovalue
MaxlIter: Maximum number of iterations

myFx: Name of the optimized function

Output: XBest - array of optimized variables

BestF: Function value at optimum

Iters: Number of iterations

Xcenter = (XHi + XLo) / 2;

XBest = Xcenter,

DeltaX = (XHi - XLo)./ NumDiv;

BestF = feval(myFx, XBest, N);

if BestF >= 0

LastBestF = BestF + 100;

else

LastBestF = 100 — BestF;

end

X = XLo; % initial search value

Iters = 0O;

bGoOn =1;

while (bGoOn > 0) && (abs(BestF - LastBestF) > Eps) && (Iters <= Maxlter)

bGoOn2 = 1;

while bGoOn2 > 0
Iters = Iters + 1,

F = feval(myFx, X, N);
if F < BestF
LastBestF = BestF;
BestF = F;

XBest = X;

Red& Manoj Kumar
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end

%n * *%k%k * *% * *k%k * *% * * *%

The next For loop implements a programming tricks
that simulated nested loops using just one For loop
kbR R kA Rk AR R AR ARk A b o —-—
search next grid node

fori=1:N

if X(i) >= Xhi(i)

ifi<N

X(i) = Xlo(i);

Else

bGoOn2 = 0;

break

end

else

X(i) = X(i) + DeltaX(i);

break

End end

end % while bGoOn2 > 0

XCenter = Xbest;

DeltaX = DeltaX./ NumDiv;

XLo = XCenter - DeltaX.* NumDiv / 2;

XHi = XCenter + DeltaX.* NumDiv / 2;

X = XLo;

% set initial X

bGoOn =0

for i=1:N

if DeltaX(i) > MinDeltaX(i)

bGoOn = 1,

end end end

% while bGoOn > 0 &&. () &S ()

49
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RESULTS AND DISCUSSIONS

% Source |
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E\/ii)eslmatéon
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Evaluate Minimal Distance and Analogous Time in Grid Based Graph Algorithm

Plot Grid |

Route 1 |

Route 2 |

Route 3 (Final-After Evaluating Above Twa) |

L=

Figure 1

Figure 2

goal_distance= 2

CONCLUSIONS

0K

Figure 3
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This shows that the services provide recommendatioat satisfy the users. Which service to prefex difficult

guestion, since they both have their strengthsvesmknesses? Many will probably say that combinimgapproaches of

the two services, would create the ultimate sengoenething which is not unlikely. It is said tiandora is considered

most promising in becoming the leading music recemter system, than the other way around. Howe\antaining the

manual work of classifying songs is expensive, Baddora is probably not delivering proportionallgrenbenefit for that

cost.This paper presents a location bassdmmender system, which provides a user withtimcaecommendations

around the specifiegeo-positionbased on
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